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ABSTRACT 

Abstract – User reviews on digital platforms hold valuable information that can be used to improve service quality. 

This study aims to explore the topics that appear in visitor reviews of Lake UNESA based on rating categories with a 

topic modeling approach using the Latent Dirichlet Allocation (LDA) method. The analysis process follows the stages 

in the Knowledge Discovery in Databases (KDD) framework, starting from the selection of Google Maps review data, 

text preprocessing (cleaning, letter normalization, tokenization, word normalization, and stopword removal), and data 

transformation into bag-of-words representation through bigram-trigram formation and dictionary-corpus creation. 

Topic modeling is performed using LDA, and the results are evaluated and interpreted through pyLDAvis and 

wordcloud visualization. Model validation is carried out through Word Intrusion Task and Topic Intrusion Task 

testing, with accuracy levels of 0.91 and 0.88, respectively.  The results show that LDA is able to identify topics 

optimally. Each rating category produces different topics that represent visitor perceptions of aspects that are not yet 

available, still k-aspects such as atmosphere, cleanliness, culinary, and facilities. These findings are expected to 

provide data-based insights to support the development and management of Lake UNESA more effectively. 
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1. INTRODUCTION 

The advancement of information technology has opened up great opportunities for 

the application of data analysis in various fields, including the education and tourism sectors. 

One of the rapidly developing approaches is data mining, which is the process of exploring 

and extracting important information from large-scale data sets . One branch of data mining 

is text mining, which focuses on text-based data. This technique allows the discovery of 

hidden patterns in text through the analysis process, and has been widely used to support 

more effective and targeted decision making [1]. 

One interesting object to analyze using this approach is UNESA Lake, a public space 

located in the Universitas Negeri Surabaya environment. Although it has not been officially 

confirmed as a tourist attraction, this lake has attracted public attention because of its 

beautiful environment and its multifunctional function as a place to relax, exercise, and do 

campus activities. This is reflected in the number of visitor reviews on Google Maps which 

has exceeded 6,000 reviews. The large number of reviews shows that UNESA Lake has great 
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potential to be developed, but has not been accompanied by a systematic and data-based 

management strategy. 

Digital review platforms such as Google Maps store various visitor opinions that can 

be used as a valuable source of data. Each review, whether in text or rating form, reflects the 

user's experience and perception of a place. Google Maps itself is a digital mapping service 

from Google that provides map views, satellite photos, 360° street views (Street View), and 

open user reviews [2], [3]. To extract information from this large amount of data, text 

analysis methods such as topic modeling are needed. One of the widely used algorithms is 

Latent Dirichlet Allocation (LDA), which allows automatic grouping of topics in text based 

on word distribution [4], [5]. 

Previous studies have shown that LDA is effective in understanding public opinion 

through text. For example, Puspita et al. [6] successfully identified popular topics in online 

news about beauty brands, while Dewi et al. [7] evaluated user comments on a novel web 

platform. Junaedi et al. [8] showed that LDA can be used to extract patterns in Tokopedia 

consumer reviews, which are useful in service development strategies. Another study by 

Tondang et al. [9] also showed that LDA is able to effectively identify and group reviews of 

BNI, BCA, and BRI applications, strengthening the evidence that this method is very useful 

for evaluating digital reviews on various platforms. Considering the success of LDA in these 

various contexts, this approach is appropriate for analyzing reviews about UNESA Lake. 

This study aims to group UNESA Lake visitor reviews based on rating categories 

(positive, neutral, negative) and identify the main topics that are often discussed in each 

category using the LDA method. The contribution of this study is to provide a data-based 

approach to support more structured public space management. The research findings are 

expected to help managers in formulating development strategies, improving services, or 

improving facilities that are right on target, based on visitor perceptions and needs recorded 

in digital review data. 

2. METHODS 

Research methodology acts as the main guideline in conducting research, which 

helps ensure that the research process is carried out in a structured and systematic manner 

with the Knowledge Discovery in Databases (KDD) framework. The research process has 

several stages as shown in Figure 1. 

 

 
Figure 1. Research flow 
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2.1 Research Object 

The object of this research is in the form of visitor review data for UNESA Lake 

taken from the Google Maps platform . Reviews include ratings (1–5) and comments 

related to visitor experiences, including aspects of facilities, cleanliness, and 

accessibility. A total of 4,761 reviews were successfully collected using web scraping 

techniques. This data is used as a basis in the topic exploration process in each rating 

category (positive, neutral, and negative). 

2.2  KDD 

Data analysis in this study was carried out through stages in the KDD framework 

which include [10] : 

1. Selection 

Data was collected automatically using web scraping techniques [11] , then 

stored in Excel format that includes information on user name , review content, 

review time, and rating. After that, reviews were grouped by rating category to 

facilitate further exploration according to user perception. 

2. Pre-Processing 

This stage aims to clean the data from irrelevant elements and simplify the 

text structure. The process includes cleaning to make the data cleaner [12] , case 

folding, tokenizing, normalizing non- standard words (for example "klo" becomes 

"kalang"), and stopword removal. This stage is important to improve accuracy in 

the next analysis process. 

3. Transformation 

At this stage, text data is transformed into a numeric representation using 

the bag-of-words (BoW) approach. In addition, bigram and trigram techniques are 

applied to capture the meaning of combined words that often appear together, such 

as "banyak sampah". The output of this stage is a dictionary and corpus which are 

input for the topic modeling process. 

4. Data Mining 

Topic modeling was performed using the Latent Dirichlet Allocation (LDA) 

method implemented with the Gensim library. The optimal number of topics was 

determined based on the highest coherence score [13] . This model groups words 

into topics based on their co-occurrence in documents, which then represent the 

dominant themes in each review category. 

 

5. Interpretation/evaluation 

Visualization of the model results was done using wordcloud and 

pyLDAvis to assist in interpreting the meaning of each topic. Interpretation was 

done manually by the researcher by observing the dominant words in each topic to 

understand the context and their relationships. This stage ensures that the modeling 

results are in accordance with the research objectives. 

2.3 Topic Model Validation 

At this stage to ensure that the results of the LDA model are easy to understand by 

humans, a validation process is carried out using the word intrusion task and topic 

intrusion task. Both of these methods test a group of words from each topic to see if 

the words are related to each other and form a clear meaning. If respondents can easily 

recognize inappropriate words or irrelevant topics, then the model is considered to 

produce good and easy-to-understand topics [14] . 
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Figure 2. topic model validation 

3. RESULTS AND DISCUSSION 

3.1 Selection 

1. Data scraping 

Review data about UNESA Lake was obtained through web scraping 

techniques from Google Maps using the Python programming language. The 

information data that has been obtained includes 'name', 'rate', 'created_at', 

'review'. All data that has been obtained is then stored in excel format. Data 

and source code were obtained from kaggle owned by @dewanakretarta . The 

data that was successfully collected was 4,761 reviews. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. Data scraping results 

2. Rating grouping 

After the data is collected, the reviews are grouped into three categories 

based on the ratings given by visitors. Reviews with ratings 4 and 5 are included 

in positive reviews, ratings 3 as neutral reviews, and ratings 1 and 2 into 

negative reviews. This grouping aims to facilitate the identification and analysis 

of topics in each review category, so that each important aspect in the group 

can be analyzed more deeply. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4. Rating grouping results 

https://www.kaggle.com/dewanakretarta
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3.2 Pre-Processing 

The stages carried out in the preprocessing process can be seen in the flow 

diagram shown in Figure 5. 

 
Figure 5. Preprocessing flow 

1. Cleaning 

Cleaning Removing irrelevant special characters for the cleaning process is 

done by deleting characters or words that are not meaningful such as 

punctuation, emoticons, tags, urls , symbols, numbers, mentions. In table 1 

below there are comparison results before and after the cleaning stage: 
Table 1. Cleaning Results 

Before After 

The lake is cool , even 

though it's hot the wind 

is gentle , 

The lake is cool even 

though the wind is hot 

The place is nice , 

especially in the 

afternoon for those who 

like hunting        

The place is good for 

those who like hunting in 

the afternoon. 

2. Folding case 

case folding changes uppercase letters to lowercase. In table 2 below there 

are comparison results before and after the case folding stage: 
Table 2. Case Folding Results 

Before After 

Danau sejuk, walaupun 

panas anginnya sepoi2, 

danau sejuk walaupun 

panas anginnya sepoi 

Tempatnya bagus kalau 

sore yang suka hunting 

tempatnya bagus kalau 

sore yang suka hunting 

3. Tokenization 

Tokenizing to break down sentences in data into separate words [15] . Table 

3 below shows the comparison results before and after the tokenizing stage: 
Table 3. Tokenizing Results 

Before After 

danau sejuk walaupun 

panas anginnya sepoi 

[danau, sejuk, 

walaupun, panas, 

anginnya, sepoi] 

tempatnya bagus kalau 

sore yang suka hunting 

[tempat, bagus, 

kalau, sore, yang, 

suka, hunting] 
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4. Normalization 

Normalization changes slang words into formal language, using a reference 

dictionary stored in the file "kamus slang.csv". This file contains a list of slang 

vocabulary along with its formal vocabulary in Indonesian. This process is 

done by reading the contents of the dictionary and saving it in the form of a 

dictionary named "kata_normalisasi_dict" which functions as a reference for 

replacing words. Furthermore, a loop is carried out to check each word in the 

text. If the word found is in the slang dictionary, then the word will be replaced 

with its formal version according to what is listed in the dictionary. Table 4 

below shows the results of the comparison before and after the normalization 

stage: 
Table 4. Normalization Results 

Before After 

Tempat nongkrong  Tempat kumpul 

Klo malam 

pengamennya kaya 

preman 

Kalau malam 

pengamennya kaya 

preman 

5. Stopword removal 

Stopword Removal to remove unimportant words such as prepositions or 

conjunctions "although", "which", "and" or "if", words that do not help provide 

meaningful information in text analysis [15] . Table 5 below shows the 

comparison results before and after the stopword removal stage: 
Table 5. Stopword Removal Results 

Before After 

danau sejuk walaupun 

panas anginnya sepoi 

danau sejuk panas 

anginnya sepoi 

tempatnya bagus 

kalau sore yang suka 

hunting 

tempatnya bagus 

sore suka hunting 

3.3 Transformation 

The stages carried out in the transformation process can be seen in the flow diagram 

shown in Figure 6 . 

 

 
Figure 6. Transformation flow 

 



ISSN: 2774-3993 
 

123 
 

1. Bigram and Trigram 

The process of creating bigrams and trigrams is done by combining two or 

three words that often appear together in the text. The Phrases function from 

the Gensim library is used to detect meaningful word combinations when 

combined. In its application, the min_count = 2 (trigram) and 3 (bigram) 

parameters are used , which means that word combinations must appear at least 

twice and three times in the dataset to be considered a bigram or trigram. This 

approach helps maintain relevant phrases and reduces the occurrence of 

meaningless word combinations. The results of the bigram and trigram process 

can be seen in table 6 . 
Table 6. Bigram and trigram results 

Bigram Trigram 

banyak_sampah kotor_banyak_sampah 

banyak_pedagang nyaman_banyak_pedagang 

danau_unesa pemandangan_danau_unesa 

2. Dictionary and Corpus 

After the bigrams and trigrams are formed, the next step is to create a 

dictionary and corpus. A dictionary stores a collection of unique words that 

have been processed, with each word given a special index. This process is done 

using the corpora module from Gensim. Furthermore, the data is converted into 

a corpus in the form of bag-of-words (BoW), which represents the frequency of 

words in a document without regard to word order. The result of this process is 

a corpus data structure that is ready to be used as input for LDA modeling for 

topic extraction . The results of the dictionary and corpus formation process can 

be seen in table 7 . 
Table 7. Dictionary and corpus results 

Dictionary Corpus 

'banyak_sampah', 1 (33, 1) 

'buang_sampah', 1 (34, 1) 

'jualan', 2 (14, 2) 

'enak', 1 (36, 1) 

3.4 Data Mining 

The stages carried out in the data mining process can be seen in the flow diagram 

shown in Figure 8. 

 

 
Figure 8. Data mining flow 

Latent Dirichlet Allocation (LDA) is used to group frequently occurring words 

together to form topics from the review data. This process is done with the help of the 

Gensim library, which allows exploration of various input parameters. The selection 
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of the number of topics is determined based on the coherence score with the highest 

value to ensure the resulting model is accurate and representative of the data content. 

The results of the coherence score can be seen in table 8. 
`  Table 8. Results Coherence Score 

Rating chart Mark Number 

of topics 

4 and 5 

 

0.5694 9 

3 

 

0.5642  2 

1 and 2 

 

0.6608 8 

 

The LDA model generates several topics, divided by rating category: 9 topics for 

reviews rated 4 and 5 (positive), 2 topics for ratings 3 (neutral), and 8 topics for ratings 

1 and 2 (negative). Each topic displays 10 words with the highest probability weight. 

The results of the LDA topic model can be seen in table 9. 
Table 9. LDA Topic Model Results 

Rating Topics Words and Probability Weights 

4 and 5 

1 

0.063*"asyik" + 0.059*"tempat_kumpul" + 

0.038*"surabaya" + 0.025*"pagi" + 0.021*"jam" + 

0.020*"area" + 0.020*"jagung_bakar" + 

0.020*"sambil_makan" + 0.020*"kopi" + 

0.019*"ceker_pedas" 

2 

0.055*"danau_unesa" + 0.049*"makan" + 

0.045*"cocok_untuk" + 0.037*"santai" + 

0.036*"cocok_buat" + 0.025*"gratis" + 0.022*"sip" + 

0.015*"bareng_teman" + 0.014*"air" + 0.013*"mantul" 

3 

0.055*"murah" + 0.053*"unesa" + 

0.045*"pinggir_danau" + 0.024*"aneka" + 

0.024*"sekitar_danau" + 0.022*"asyik_buat_kumpul" + 

0.020*"menikmati" + 0.017*"ngobrol" + 

0.016*"tempat_wisata" + 0.015*"kalau_siang" 
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4 

0.135*"bagus" + 0.078*"nyaman" + 0.054*"danau" + 

0.044*"makanan" + 0.042*"buat_kumpul" + 

0.034*"mantap" + 0.019*"enak_buat_kumpul" + 

0.018*"anak" + 0.017*"sih" + 0.016*"pas" 

5 

0.071*"mancing" + 0.047*"lumayan" + 

0.038*"kalau_malam" + 0.029*"mantab" + 

0.026*"kota" + 0.025*"danaunya" + 0.022*"sayangnya" 

+ 0.019*"minum" + 0.019*"tinggal_pilih" + 

0.019*"pilihan" 

6 

0.059*"tempatnya" + 0.055*"enak" + 

0.047*"tempat_yang" + 0.029*"malam" + 0.029*"nya" 

+ 0.027*"ngopi" + 0.026*"jajanan" + 0.025*"cocok" + 

0.023*"sore_hari" + 0.021*"adem" 

7 

0.079*"sejuk" + 0.044*"keren" + 0.039*"ceker" + 

0.039*"malam_hari" + 0.038*"tempat_santai" + 

0.033*"enak_buat" + 0.031*"bersantai" + 

0.026*"lokasi" + 0.025*"banyak_orang_jualan" + 

0.022*"melepas_pusing" 

8 

0.081*"indah" + 0.051*"pinggir_jalan" + 0.049*"sore" 

+ 0.037*"teman" + 0.025*"pemandangan" + 

0.020*"tempat_ini" + 0.019*"ramai" + 0.019*"suka" + 

0.019*"pkl" + 0.019*"tepi_danau" 

9 

0.077*"kumpul" + 0.042*"kuliner" + 0.028*"suasana" + 

0.026*"nyaman_untuk" + 0.024*"istirahat" + 

0.024*"dan_makan" + 0.021*"banyak_orang" + 

0.017*"seru" + 0.016*"sangat_nyaman" + 

0.015*"bagus_untuk" 

3 

1 

0.048*"bagus" + 0.041*"tempatnya" + 0.040*"nya" + 

0.038*"nyaman" + 0.038*"lumayan" + 0.030*"sayang" 

+ 0.026*"enak" + 0.023*"sih" + 0.021*"buat_kumpul" + 

0.018*"indah" 

2 

0.070*"danau" + 0.029*"makanan" + 0.026*"sore" + 

0.025*"sampah" + 0.025*"kumpul" + 

0.024*"banyak_sampah" + 0.023*"makan" + 

0.020*"kuliner" + 0.019*"sisi" + 0.018*"ngopi" 

1 and 2 

1 

0.187*"orang" + 0.114*"danau_unesa" + 0.078*"cocok" 

+ 0.077*"jualan" + 0.077*"kurang_nyaman" + 

0.077*"menikmati" + 0.060*"banyak_sampah" + 

0.041*"sampah" + 0.041*"nyantai" + 0.041*"pinggir" 

2 

0.121*"nyaman" + 0.082*"panas" + 0.082*"unesa" + 

0.082*"ngopi" + 0.082*"jual" + 0.043*"pinggir" + 

0.043*"jalan" + 0.043*"orang" + 0.043*"sma" + 

0.043*"beli" 

3 

0.164*"cocok" + 0.164*"mata" + 0.018*"kotor" + 

0.018*"bagus" + 0.018*"jual" + 

0.018*"banyak_sampah" + 0.018*"ngopi" + 

0.018*"makanan" + 0.018*"tempatnya" + 

0.018*"nyaman" 

4 
0.186*"makanan" + 0.095*"danau" + 0.095*"teman" + 

0.065*"parkir" + 0.065*"jalanan" + 0.065*"malam" + 



ISSN: 2774-3993 
 

126 
 

0.064*"kumpul" + 0.034*"banyak_sampah" + 

0.034*"elok" + 0.034*"tempatnya" 

5 

0.161*"kaki_lima" + 0.161*"banyak_pedagang" + 

0.110*"asri" + 0.058*"menikmati" + 

0.058*"kurang_nyaman" + 0.058*"kurang_bersih" + 

0.058*"jalan" + 0.058*"pinggir" + 0.058*"kotor" + 

0.031*"banyak_sampah" 

6 

0.270*"bau" + 0.143*"danau" + 0.016*"kotor" + 

0.016*"bagus" + 0.016*"tempatnya" + 0.016*"nyaman" 

+ 0.016*"ngopi" + 0.016*"banyak_sampah" + 

0.016*"parkir" + 0.016*"malam" 

7 

0.268*"kotor" + 0.093*"enk" + 0.049*"bagus" + 

0.049*"nyantai" + 0.049*"beli" + 0.049*"enak" + 

0.049*"kurang_bersih" + 0.049*"sma" + 0.049*"mata" 

+ 0.049*"penjual" 

8 

0.320*"bagus" + 0.087*"kurang_bersih" + 

0.087*"sampah" + 0.087*"tempatnya" + 

0.087*"nyaman" + 0.010*"asri" + 0.010*"kotor" + 

0.010*"banyak_sampah" + 0.010*"bau" + 

0.010*"kumpul" 

3.5 Interpretation/evaluation 

The results of topic modeling will be visualized in two visualizations, namely 

pyLDAvis visualization and wordcloud, as follows: 

The topic model visualization with pyLDAvis consists of two main panels. The left 

panel displays an intertopic distance map of numbered circles representing topics; the 

distance between circles reflects the degree of difference between topics. The right 

panel displays a bar chart of the 30 most relevant words, with blue indicating word 

frequency across documents, and red indicating word frequency within a particular 

topic. The results of one of the pyLDAvis visualizations can be seen in table 10. 

 

 

 
Table 10. Results of pyLDAvis visualization 

Rating pyLDAvis visualization 

4 and 5 

 

3 
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1 and 2 

 
Visualization in the form of a word cloud is also displayed for each topic, which 

shows 20 main words with a larger font size for words that have a high probability 

weight in the topic. The results of one of the word cloud visualizations can be seen in 

table 11  
Table 11. Wordcloud visualization results 

Rating Workcloud visualization 

4 and 5 

 

3 

 

1 and 2 

 
Based on the pyLDAvis and wordcloud visualizations, interpretations were made 

for each topic by observing the distribution of words that have the highest weight in 

the model. The results of the topic interpretation can be seen in table 12. 
Table 12. Topic Interpretation Results 

Rating 
Topic

s 
topic interpretation 

4 and 5 

1 Tempat Asyik untuk Berkumpul dan Jajan di Surabaya 

2 
Danau UNESA sebagai Tempat Santai dan Gratis bersama 

Teman 

3 Tempat Murah untuk Kumpul di Sekitar Danau 

4 
Lingkungan yang Bagus dan Nyaman untuk Makan dan 

Kumpul 

5 Aktivitas Mancing dan Minum dengan Banyak Pilihan 
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6 Tempat Indah dan Adem untuk Ngopi di Sore Hari 

7 Tempat Sejuk untuk Bersantai dan Melepas Pusing 

8 Ramai di Sore Hari dengan Pemandangan yang indah 

9 Tempat Nyaman untuk Kulineran dan Istirahat 

3 
1 Tempat yang Bagus dan Nyaman untuk Kumpul 

2 Aktivitas Kuliner di Sore Hari dengan Isu Sampah 

1 and 2 

1 Aktivitas Santai di Pinggir Danau dengan Isu Sampah 

2 Tempat Pinggir Jalan untuk Ngopi namun Panas 

3 Tempat Ngopi dengan Pemandangan Kurang Bersih 

4 
Kegiatan Malam dan Parkir di Sekitar Danau yang Kurang 

Bersih 

5 Suasana Asri dengan Banyak Pedagang tapi Kurang Bersih 

6 Tempat Bagus tapi Kotor dan Bau pada Malam Hari 

7 Jualan Makanan yang Enak tapi Kurang Bersih 

8 Tempat Bagus tapi Kotor dengan Banyak Sampah 

3.6 Topic model validation 

At this stage using the topic coherence test method aims to ensure that the results 

of topic modeling have a good level of coherence. The results of the topic coherence 

test using two methods, namely word intrusion task and topic intrusion task, are as 

follows: 
Table 13. Word intrusion task results 

question Rating Topics 
Number of 

respondents 
Correct Wrong Average 

1 

4 & 5 

1 20 20 0 1.00 

2 2 20 18 2 0.90 

3 3 20 20 0 1.00 

4 4 20 20 0 1.00 

5 5 20 20 0 1.00 

6 6 20 20 0 1.00 

7 7 20 18 2 0.90 

8 8 20 18 2 0.90 

9 9 20 18 2 0.90 

10 
3 

1 20 18 2 0.90 

11 2 20 18 2 0.90 

12 

1 & 2 

1 20 18 2 0.90 

13 2 20 17 3 0.85 

14 3 20 16 4 0.80 

15 4 20 16 4 0.80 

16 5 20 18 2 0.90 

17 6 20 17 3 0.85 

18 7 20 17 3 0.85 

19 8 20 18 2 0.90 

Total average 0.91 

The level of respondent accuracy in the Word Intrusion Task reached 0.91 , 

indicating that the LDA model successfully identified topics well and respondents 

were able to understand the relationship between words in the UNESA Lake review. 
                                  Table 14. Topic intrusion task results 
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of respondent accuracy in the Topic Intrusion Task reached 0.88 , which indicates 

that the LDA model successfully identified topics optimally and respondents were able 

to understand the relationships between topics in the UNESA Lake review. 

 

CONCLUSION 

This study successfully identified the dominant topics of UNESA Lake visitor 

reviews based on rating categories using the LDA method. Positive reviews highlighted 

comfort, cool atmosphere, and cheap culinary, while negative reviews discussed many 

issues of cleanliness and traders. Model validation showed good results with a Word 

Intrusion score of 0.91 and Topic Intrusion of 0.88, indicating that the resulting topics were 

easy to understand. These findings contribute to the use of digital reviews as a basis for 

decision making for public space management. 
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