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ABSTRACT

Sales forecasting is essential for businesses to predict future demand and inform strategic and operational planning,
especially in the building materials retail industry. Accurate sales prediction supports inventory management, cost
control, and supply chain efficiency. This study compares the performance of 3 deep learning models, Convolutional
Neural Network (CNN), Multilayer Perceptron (MLP), and Long Short-Term Memory (LSTM), in forecasting daily
iron sales at PT Surya Aneka Bangunan from 2016 to 2020. The models were trained on 80% of the historical data
and tested on 20%. Model performance was evaluated using Mean Absolute Error (MAE), Root Mean Square Error
(RMSE), Mean Absolute Percentage Error (MAPE), and Coefficient of Determination R2 The results show that the
CNN model achieved the best performance with an MAE of 0.293, RMSE of 0.357, MAPE of 0.081, and R? of
0.9989, indicating high accuracy and stability. The MLP model produced higher errors, while the LSTM model had
the lowest MAPE but greater error variability. These findings suggest that the CNN model is the most reliable for
capturing temporal patterns in iron sales data. The study contributes to the development of adaptive sales forecasting
systems and opens opportunities for applying similar methods in other retail sectors to support data driven decision
making.
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1. INTRODUCTION

The construction industry in Indonesia has grown a lot in recent years. This growth is
linked to the improving economy, which supports the development of infrastructure, housing,
and commercial buildings. As construction grows, the demand for building materials also rises,
giving building supply stores a chance to grow and meet customer needs. Sales forecasting is a
way to predict future demand by looking at past sales data. In business, it helps companies make
decisions about production [1]. One common method used for forecasting is the Time Series
method [2]. In this study, the authors used Time Series forecasting on sales data from 2016 to
2020. The five years of data show that iron is the top-selling building material at PT Surya
Aneka Bangunan and brings in the most revenue.

Time series methods have advanced with the use of deep learning, which uses more
complex layers to improve accuracy and efficiency. Deep learning can provide better forecasting
results than traditional methods because it can capture both linear and non-linear patterns in the
data [3]. Deep learning methods for time series forecasting include various types of neural
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network architectures, such as Convolutional Neural Network (CNN), Multilayer Perceptron
(MLP), and Long Short-Term Memory (LSTM). Each of these approaches offers distinct
strengths and limitations, which can be aligned with the specific characteristics of the dataset and
the goals of the forecasting task.

The architecture of Convolutional Neural Network (CNN) includes convolution,
pooling, and fully connected layers, enabling the model to construct more complex
representations of the data in a hierarchical manner, converting raw time series data into
high-level features that are more appropriate for forecasting tasks [4]. The key benefit of CNNs
in forecasting time series is their capability to autonomously identify significant features without
human intervention [5]. Nonetheless, CNNs possess constraints as well. The primary limitation
of conventional CNNs is their challenge in capturing long-term dependencies, particularly in
varying data conditions [6]. In research on the energy industry, the 1D-CNN model demonstrated
its advantages. This study contrasts 1D-CNN with ANN-MLP and RNN-LSTM for predicting
electricity demand. The model reached an average MAPE of 4.62% for short-term predictions
and 1.45% for medium-term predictions, surpassing MLP and LSTM in this particular task [7].

Multilayer Perceptron (MLP) represents a core type of Artificial Neural Network
(ANN) and commonly serves as the initial model in time series predictions [8]. The primary
benefit of MLP is its structural straightforwardness and minimal complexity. Additionally, MLPs
offer adaptable and uniform outcomes, rendering them a dependable and commonly chosen
option in supervised learning tasks [9]. Despite its advantages, MLP has notable limitations for
time series forecasting, as it finds it challenging to manage global or long-term dependencies in
the data, resulting in the loss of crucial contextual information [10]. A study in the energy
management sector demonstrated its effectiveness. This research focuses on forecasting the
energy use of water-cooled chillers by assessing MLP and LSTM models. In particular, MLP
reached an R? 0of 0.971, a MAE of 0.743 kW, and an RMSE of 1.157 [11].

Long Short-Term Memory (LSTM) is a form of Recurrent Neural Network (RNN) that
has been specifically created to address the shortcomings of conventional RNNs. Its primary
function in time series prediction is attributed to its distinct structure, featuring memory cells and
gating mechanisms which are input, forget, and output [12]. The primary benefit of LSTM lies in
its exceptional capacity to acquire and retain long-term dependencies, a task that conventional
RNNs or other models frequently struggle to achieve. Nevertheless, LSTMs also have their own
limitations. LSTM models are often quite resource-intensive and demand substantial memory,
particularly when handling extensive datasets, leading to increased runtimes [13]. Research
within the financial industry validates these benefits. The research evaluated the effectiveness of
LSTM, MLP, and CNN in predicting stock market trends. Utilizing data from the Malaysian
stock market in both univariate and multivariate formats and assessed through MAE, MSE, and
RMSE metrics, the LSTM model consistently demonstrated superior performance. LSTM
succeeded in attaining the least prediction error compared to the other two models. [14].

The main objective of this study is to predict the demand for iron products at PT Surya
Aneka Bangunan's building store, using historical sales data from 2016-2020. To achieve this
goal, we have selected 3 different models CNN, MLP, and LSTM as methods for forecasting.
The decision to compare these three methods is an important step in this research because it will
help business determine the most suitable and effective forecasting method.

2. METHODS

This study adopts the Knowledge Discovery in Database (KDD) methodology, which
systematically identifies patterns within datasets to facilitate easier understanding and
interpretation. The KDD process consists of five key stages: data selection, pre-processing,
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transformation, data mining, and evaluation. An illustration of the research flow can be seen in
Figure 1.

C Start >—b Data Selection [ Data Pre-processing —® Transformation

C End } Evaluation [ Data Mining

Figure 1. Research Flow Diagram

2.1 Data Selection

The dataset used in this study is daily building material sales data from PT Surya
Aneka Bangunan, a retail store located in Surabaya, Indonesia. The dataset spans five years,
comprising 60 months of historical records from January 2016 to December 2020. It consists of
45.151 samples and includes 14 features (columns), such as Date, No. Reff, No. invoices,
Costumer Name, Group, item code, item name, unit, Qty, price Include, price DPP, Brutto, PPN,
and Netto. However, this study only uses one feature as input, which is quantity (Qty)
representing the total number of iron units sold. Since the focus of this research is on forecasting
iron, the most frequently sold product, the dataset is filtered specifically to include only sales of
iron. The forecasting model developed in this study is a univariate time series model, meaning it
utilizes only one feature, namely Qty, to predict future values. In addition, the units used in this
study are adjusted only using kilogram (kg) units to avoid inconsistencies in the number of sales
that can occur if there are different units such as tons, bars, and so on. The data types are shown
in the following Table 1.

Table 1. Dataset Structure Description

No. Column Data Description
Type
1. Data Date  The date the sales transaction occurred.
2. No. Reff String  Transaction reference number that links to related
transactions.

3. No. Faktur String  Invoice number as a unique identifier of the sales transaction.
4.  Customer Name String  Name of the customer making the transaction.

5. Group String Item category based on material type.

6. Item Code String  Unique code to identify the item sold.

7.  Item Name String Name of the item recorded in the transaction.

8. Unit String  Type of unit of measurement used in the transaction.

9. Qty Int Number of items sold in a specific unit.

10.  Price Include Int Unit price of the item including tax.

11.  Price DPP Int Taxable base price per unit of the item.

12.  Bruto Int Total gross price of the transaction before tax.

13. PPN Int Value Added Tax amount from the transaction.

14. Netto Int Total net price to be paid by the customer.

2.2 Data Pre-Processing

This stage is crucial before applying dataset to deep learning models [15]. This stage
involves 3 main processes, which are handling missing values, normalization and data splitting.
Here is Figure 2 illustrates the time series plot of annual total iron sales during the entire
observation period, which runs from 2016 to 2020. The plot shows dynamic fluctuations in sales
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quantities, with several prominent peaks and drops across five year span. These variations reflect
the seasonal and irregular patterns that must be captured by forecasting models to produce
accurate predictions.

Annual Sales
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Figure 2. Time Series Plot

Normalization is performed to adjust the data, allowing the model to learn patterns more
effectively. This procedure is particularly crucial in models that rely on deep learning. The
Min-Max Scaling method is used to normalize the data to the range (0, 1). The goal is to
eliminate bias caused by scale variations among variables, allowing the model to analyze and
compare the data efficiently [16]. In this study, the min—max normalization formula is used in
equation (1), where x,,,.,, refers to the scaled data in the range (0, 1), x is the input sample, X, is
the minimum value, and x,,,, is the maximum value of the feature.

= M

After normalization, data splitting refers to the act of dividing data into smaller groups,
typically for training and evaluating models. In time series analysis, data splitting is very
important to test model performance objectively and avoid overfitting. Dataset is divided into 2
parts, namely 80% training data and 20% test data [17]. Data training covers the period from
January 2016 to December 2019, while data testing covers January 2020 to December 2020 as
shown in Table 2.

Table 2. Splitting Data
Data Training Data Testing

80% 20%
January 2016 - December 2019  January 2020 - December 2020

2.3 Transformation

There are 2 steps of transformation for this study, such as feature engineering and
reshape input the x train and x_test shapes. In this study, the feature engineering process is
performed by adding temporal information in the form of lag features and moving averages. Lag
features are used to represent sales values in the previous period, while moving averages are
calculated to capture sales trends in the short term. These two features provide historical context
that helps the model recognize recurring patterns in time series data [18]. Lastly, the input data
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for both training and testing sets are reshaped into a three-dimensional structure. This
transformation is essential to meet the input requirements of LSTM and CNN, which expect
sequential data with explicit temporal dimensions [19].

2.4 Data Mining

Convolutional Neural Network (CNN) is a sophisticated deep learning architecture
frequently used for handling structured data like images and time series. As shown in Figure 3,
CNNs are made up of convolutional layers that autonomously recognize and extract significant
features from the input. These layers utilize filters to analyze the input sequence, allowing the
model to identify temporal patterns and spatial relationships. The resulting feature maps are
subsequently fed into fully connected layers to carry out either classification or regression tasks.
CNNs have demonstrated their effectiveness in time series forecasting tasks, such as estimating
wind speed [10], solar irradiance, and trends in the stock market [20]. In one-dimensional
convolutions, the kernel acts as a moving window that identifies important patterns, whereas
max pooling is utilized to decrease input dimensions by choosing the highest value within a
specified window. Generally, Rectified Linear Unit (ReLU) serves as the activation function for
feature extraction, while a sigmoid function is utilized in the output layer for regression tasks.

Fully connected
layer - Regression

®——— Feature extraction

| [ | [
. Pooling ; Pooling
Convolution Convolution layer
layer layer layer

oM AN
Figure 3. Architecture of CNN

Multilayer Perceptron (MLP), depicted in Figure 4, is a type of deep learning model
based on a feedforward neural network structure. The model is built with an input layer,
followed by one or more hidden layers, and concludes with an output layer [21]. Each of these
layers is made up of multiple interconnected processing units, often referred to as neurons. To
capture complex patterns and relationships within the data, MLP utilizes non-linear activation
functions. During the training phase, it applies the backpropagation algorithm, which fine-tunes
the network's weights and biases by propagating the error backward from the output to earlier
layers. Due to its flexibility and effectiveness, MLP is widely implemented in a variety of
applications, including data classification, function approximation, and pattern detection.
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Hidden layer

Output layer

Figure 4. Architecture of MLP

Long Short-Term Memory (LSTM) is a specific type of Recurrent Neural Network
(RNN) that shows exceptional performance in handling sequential data [22]. By utilizing
memory cells in combination with gating mechanisms, the model effectively mitigates the
vanishing gradient problem, ensuring that relevant information can be preserved across many
time steps and allowing for more reliable learning in deep sequential data. LSTM networks are
capable of retaining information over extended sequences, which makes them especially useful
for tasks such as time series prediction. These models feature an internal memory system that
chooses which information to keep or ignore, enabling them to create long-range dependencies.
Within the model, input, forget, and output gates coordinate the flow of data by selecting which
inputs to keep, which past information to erase, and which outputs to generate. The tanh function
ensures that the information passing through remains within a stable, non-linear range. Below is
the formula presented in equation 2.

—X

fo)= = 2)

e+te

In equation (2), the components of the system include the forget gate (f;), the me mory
state (c,), the input gate (i), the output gate (o,), the hidden state (h) and the memory state (c), as
shown in Figure 5.

Memory ¢

L

Hidden state /i.;
Input x,

Forget gate Input gate Output gate
Figure 5. Architecture of LSTM

The next stage after transformation is building models of CNN, MLP, and LSTM. Once
each model is constructed, the process continues with the training phase using several supporting
parameters including Epoch, Batch Size, Optimizer, Loss, Learning Rate, and Validation Split as
shown in Table 3. Validation Split of 0.2 is used to display the validation accuracy and loss
during each epoch iteration in the training phase.

Table 3. Parameter of Models
Parameter CNN MLP LSTM
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Epoch 100 100 200
Batch Size 32 32 64
Optimizer Arga RMSpro Adam
Loss MSE MSE MSE
Learning Rate 0.001 0.001 0.0001
Validation Split 0.2 0.2 0.2

Table 3 outlines the specific parameter settings employed during the model training
process for CNN, MLP, and LSTM. Each architecture was constructed and trained using distinct
configurations tailored to improve forecasting outcomes. CNN was built with a single
convolutional layer consisting of 64 filters and a kernel size of 2, followed by a flatten operation,
a dense layer with 50 neurons using ReLU activation, and an output layer. This model was
trained using the Adam optimization method, applying a learning rate of 0.001 and utilizing
Mean Squared Error (MSE) to measure loss. Training spanned 100 epochs with a batch size of
32 and used 20 percent of the data for validation.

MLP model included two hidden dense layers with 100 and 50 units, both activated by
the ReLU function. RMSprop was selected as the optimizer, with a learning rate set at 0.001 and
MSE used as the loss criterion. This model was trained over 100 epochs using a batch size of 16,
with 20% of the data reserved for validation purposes.

LSTM model, the structure comprised two sequential layers with 64 and 32 units, where
the initial layer was designed to return the full sequence of inputs. A dense output layer followed
this setup. The training process used the Adam optimizer with a smaller learning rate of 0.0001
and MSE as the loss function. Training was carried out for 200 epochs using a batch size of 64
and a validation split of 0.2.

2.5 Evaluation

In this study employs four widely used evaluation metrics, Mean Absolute Error
(MAE), Root Mean Square Error (RMSE), Mean Absolute Percentage Error (MAPE), and the
Coefficient of Determination (R?). These metrics together offer a thorough evaluation of model
precision. MAE and RMSE measure the typical size of errors, with RMSE being more
responsive to significant deviations. MAPE represents error in percentage terms, enabling a
relative interpretation across various scales, whereas R? assesses the model's effectiveness in
explaining the variance of the actual data. Recent research has shown the significance of
integrating these metrics, utilizing MAE, RMSE, and R? to assess deep learning model,
providing dependable insights into predictive performance [14]. In a different study, MAE,
MAPE, and RMSE were utilized to evaluate an air quality prediction model, emphasizing their
significance in identifying both absolute and relative errors in successive forecasts [15]. In
equations (3), (4), (5), and (6), the value of X represents the predicted output generated by each

of the three models, )Zl, denotes the actual observed values from the dataset, and n is the total
number of data points.

Mag = + 35~ ()

RMSE = \/% _g;l (xi _ ,gi)z 4)
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3.  RESULTS AND DISCUSSION

In this study elaborates on the prediction results and performance evaluation of 3 deep
learning models, CNN, MLP, and LSTM, in forecasting iron sales data. The predictive capability
of each model is first illustrated through visualization plots that compare actual sales values with
the corresponding predicted values, providing a preliminary insight into the accuracy and
alignment of each model’s output. Furthermore, a comprehensive performance assessment is
conducted using four standard evaluation metrics, including MAE, RMSE, MAPE, and R2.
These metrics are used to quantitatively measure the extent of prediction error and the ability of
each model to generalize underlying patterns within the time series data. The detailed
performance scores for each model are presented in Table 4.

Table 4. Performance Evaluation

Predictive deep Performance Evaluation
-learning
MAE RMSE  MAPE R?
models
CNN 0,293 0,357 0,081 0,9989
MLP 0,372 0,464 0,109 0,9975
LSTM 0,369 0,595 0,066 0,9962

Based on the performance evaluation results in Table 4, all three deep learning models,
CNN, MLP, and LSTM exhibited strong predictive capabilities, as reflected by their high R?
values and relatively low error rates. The CNN model achieved the best overall performance,
with an MAE of 0.293 and RMSE of 0.357, along with a MAPE of 0.081 and an R? of 0.9989.
These results indicate that CNN effectively captured temporal patterns in the sales data with
minimal prediction error. The MLP model followed closely, recording an MAE of 0.372 and
RMSE of 0.464. While its MAPE was slightly higher at 0.109, the model still demonstrated a
high degree of accuracy with an R? of 0.9975. This suggests that MLP was also effective in
modeling the underlying relationships in the data, although it incurred slightly greater deviations
in absolute and relative terms compared to CNN. Interestingly, the LSTM model, despite
achieving a slightly lower MAE of 0.369, produced the highest RMSE value at 0.595. However,
it recorded the lowest MAPE among the three models, at 0.066, implying that it performed
relatively better in terms of proportional accuracy. The R? value for LSTM was 0.9962, which
still indicates a very strong fit to the actual data. This reflects LSTM’s strength in handling
sequence-based temporal dependencies, even though its overall error magnitude was slightly
larger.

Considering the balance between absolute and percentage-based accuracy metrics, the
CNN model is recommended as the most suitable for steel sales forecasting in this study. Its
combination of low MAE, RMSE, and MAPE, along with a near-perfect R?, confirms its ability
to deliver accurate and reliable predictions. This finding underscores CNN's potential in time
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series forecasting applications, particularly in domains with relatively stable but nonlinear
demand patterns.

The prediction performance of the three deep learning models is illustrated through a
series of visual comparisons between actual sales values and predicted outputs. Figures 6, Figure
7, and Figure 8 respectively depict the forecasting results of the CNN, MLP, and LSTM models.
Each plot presents the actual steel sales data over time alongside the corresponding predicted
values generated by each model. These visualizations provide a qualitative understanding of how
well each model captures the temporal dynamics and fluctuations in the sales data.

Actual vs Predicted Sales - CNN Model
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30000 4 —— Actual Sales
Best CNN Predictions
20000

Total Quantity (KG)
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Month

Figure 6. Plot Prediction CNN Model

Figure 6 presents the prediction results of the CNN model for total iron sales (in
kilograms) based on the 2020 test data. The graph illustrates a comparison between the actual
sales (depicted by the blue line) and the predictions generated by the best-performing CNN
model (depicted by the orange line). The X-axis represents time in monthly format, while the
Y-axis indicates total sales in kilograms. It can be observed that the predicted line closely follows
the trend of the actual data throughout most of the period. This indicates that CNN model was
able to effectively represent sales patterns on previously unseen data, providing predictions that
closely approximate the actual values.

Actual vs Predicted Sales - MLP Model
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Figure 7. Plot Prediction MLP Model

Figure 7 displays the prediction results of the MLP model for total iron sales (in
kilograms) based on the 2020 test data. The graph shows a comparison between the actual sales
(blue line) and the predictions from the best-performing MLP model (orange line). The X-axis
represents time in monthly format, while the Y-axis shows total sales in kilograms. It is evident
that the MLP model’s predicted line also follows the trend of the actual data, especially during
periods with noticeable value changes. However, compared to CNN model, MLP predictions
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exhibit sharper fluctuations at certain points. Nevertheless, the model is still capable of capturing
the general sales pattern throughout the year.

Actual vs Predicted Sales - LSTM Model
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Figure 8. Plot Prediction LSTM Model

Figure 8 illustrates the prediction results of the LSTM model for total iron sales (in
kilograms) based on the 2020 test data. The graph presents a comparison between the actual
sales (blue line) and the predictions produced by the best-performing LSTM model (orange line).
The X-axis represents time in monthly format, while the Y-axis indicates total sales in kilograms.
The LSTM model is also shown to effectively track the trend of the actual data across various
periods. Compared to the CNN and MLP models, the LSTM predictions appear more visually
varied; however, they still reflect the overall sales trend reasonably well.

Based on the prediction visualization results for the 2020 test data, the CNN model
showed the smoothest and most consistent prediction pattern, following the actual data line
throughout the test period. The MLP model also followed the main sales trend well, although the
resulting prediction line appeared more volatile at some points. Meanwhile, the LSTM model
demonstrated the ability to recognize the direction of the data trend, but produced predictions
that tended to be more varied than the CNN. Overall, the CNN model provided predictions that
visually align most closely with the actual values compared to the other two models.

CONCLUSION

The performance evaluation of 3 deep learning models, CNN, MLP, and LSTM, on the
iron sales data of PT Surya Aneka Bangunan shows that each model has different levels of
predictive accuracy based on the evaluation metrics. CNN achieved the best overall results, with
the lowest MAE of 0.293, the lowest RMSE of 0.357, a MAPE of 0.081, and the highest R?
value of 0.9989. These results indicate that CNN is highly accurate, stable, and reliable in
predicting sales quantities. Multilayer Perceptron (MLP) model produced a higher MAE of
0.372, RMSE of 0.464, and MAPE of 0.109, with an R? of 0.9975. Although the model still
shows strong performance, its error rates are higher than those of CNN, which indicates a lower
level of predictive accuracy. LSTM model recorded a MAE of 0.369 and achieved the lowest
MAPE of 0.066, showing good accuracy in percentage terms. However, it also produced the
highest RMSE of 0.595, indicating greater variability in prediction errors. In conclusion, while
all three models are effective in capturing the temporal patterns of iron sales at PT Surya Aneka
Bangunan, the CNN model emerged as the most reliable and consistent forecasting method. This
finding supports the objective of the study in identifying the most accurate predictive model for
retail iron sales. Moreover, the implementation of deep learning techniques as demonstrated in
this study can serve as a valuable strategy for improving inventory planning and enhancing
decision-making in the retail building material sector.

As a suggestion for future work, the forecasting can be further improved by
incorporating external factors such as seasonality, promotions, and market trends to enhance
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prediction accuracy. In addition, hybrid or ensemble modeling approaches may be explored to
combine the strengths of different architectures. Integrating these models into a real-time
decision support system could also help the company respond more proactively to changes in
demand patterns.
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