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ABSTRACT  

The advancement of information technology has encouraged the utilization of data as a strategic resource across 

various fields, including the livestock sector. This study aims to implement the K-Means algorithm to segment 

goat buyers in West Java Province based on demographic characteristics such as age, marital status, geographic 

location, type of goat purchased, and transaction methods. This segmentation is expected to assist business actors 

in understanding purchasing patterns and designing more targeted marketing and distribution strategies. The study 

uses 1,250 transaction records and follows the stages of selection, preprocessing, transformation, data mining, and 

interpretation using the Knowledge Discovery in Databases (KDD) approach. Geographic distances between 

buyer locations and reference points were calculated using the Haversine formula. To determine the optimal 

number of clusters, the Elbow Method and Silhouette Score were used, with the best result obtained at a Silhouette 

score of 0.16 for 3 clusters. Each cluster was analyzed based on modal characteristics such as age, marital status, 

district, type of goat purchased, number of goats per transaction, purchase purpose, delivery method, payment 

method, as well as Recency, Frequency, and Monetary (RFM). The results indicate that the K-Means algorithm 

is effective in grouping goat buyers into relevant and meaningful segments. This information can be used by 

farmers and stakeholders to improve distribution efficiency, stock optimization, and data-driven marketing 

strategies. This study also emphasizes the importance of integrating technologies such as Python and Streamlit 

for interactive visualization and ID-based buyer tracking in advanced analytics. 
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1. INTRODUCTION  

 With the rapid advancement of information technology, data has become one of the 

most valuable resources across various sectors, including business and industry. Data is not 

merely a collection of numbers or facts, but rather a strategic asset that can provide deep 

insights into consumer behavior, market trends, and hidden patterns that are not easily 

identified through conventional means[1]. To extract such hidden knowledge from large and 

complex datasets, one of the most prominent approaches employed is data mining. Data mining 

involves a wide range of analytical techniques aimed at discovering patterns and relationships 

in massive datasets. Among these techniques, clustering is a widely adopted method where 

data with similar attributes are grouped into specific categories. One of the most popular and 

effective clustering algorithms is K-Means, which was first introduced by Lloyd in 1957. K-
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Means clusters data into k groups based on the proximity of data points to the cluster centroids. 

Due to its simplicity, efficiency, and versatility, K-Means has been successfully applied in 

various domains, including marketing analytics, customer segmentation, and technical data 

grouping. 

 In the context of Indonesia’s livestock sector, particularly goat farming in West Java, 

the demand for goat products—such as meat for consumption or animals for religious 

purposes—continues to increase. This growth indicates a significant opportunity for improving 

market targeting and distribution strategies[2]. However, one of the ongoing challenges faced 

by goat farmers is the lack of a systematic approach to understanding customer preferences and 

market behavior. Factors such as buyer demographics, geographical location, transaction 

frequency, type of goat purchased, and preferred payment and delivery methods all influence 

consumer decision-making and demand patterns. Without a clear understanding of these 

characteristics, farmers may struggle to optimize their marketing efforts. In this regard, the 

application of K-Means clustering to segment goat buyers based on their demographic and 

transactional data can offer an effective solution. Segmentation enables farmers to better 

understand market structures, identify key customer segments, and develop targeted strategies 

that cater to the specific needs of each group. 

 Python, as a high-level programming language, offers extensive support for 

implementing the K-Means algorithm through its powerful libraries for data manipulation, 

clustering, and visualization[3]. Its flexibility and compatibility with various data formats make 

it an ideal platform for clustering tasks, including customer segmentation. By using Python, 

this research aims to generate accurate clustering models that not only facilitate data analysis 

but also provide meaningful insights to support decision-making in goat product distribution. 

Through the segmentation of goat buyers using K-Means, farmers can divide the market into 

smaller, more homogeneous groups with similar characteristics. This allows for better 

inventory planning, pricing strategies, and overall marketing efficiency. Ultimately, this 

approach can enhance customer satisfaction and reduce the risk of overstock or undersupply 

by aligning product offerings with consumer needs and preferences. 

 

2. METHODS 

  

Figure 1. Research Method Flowchart 
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This study applies a quantitative exploratory approach to segment goat buyers in West Java 

Province based on their demographic characteristics and transactional behavior. The dataset 

includes information such as buyer ID, age, marital status, sub-district, type and number of 

goats purchased, purchase purpose, delivery method, payment method, and geographic 

coordinates. In the initial stage, data selection was performed by removing descriptive columns 

such as name, phone number, and address to maintain analysis relevance and ensure data 

efficiency. The preprocessing stage included handling missing values, calculating geographic 

distance using the Haversine formula[4], and computing mode values for several categorical 

attributes. The data was then transformed by calculating Recency, Frequency, and Monetary 

(RFM) metrics, applying label encoding to categorical variables, and normalizing numerical 

features using the StandardScaler. The data mining process was conducted using the K-Means 

algorithm to cluster customers into homogeneous groups. The optimal number of clusters was 

determined using the Elbow Method and validated through the Silhouette Score. The clustering 

results were visualized using Principal Component Analysis (PCA) to aid interpretation[5]. 

Each cluster was analyzed descriptively to assign appropriate segment labels based on 

purchasing behavior patterns. This study employed Python programming language along with 

libraries such as Pandas, Scikit-learn, and Matplotlib to support the data analysis and 

visualization process, as commonly practiced in customer segmentation studies based on data 

mining.  

 

3. RESULTS AND DISCUSSION  

3.1 Data Selection 

 

Figure 2. Selected Variables 

Data selection analysis indicated that only numerical columns were used for K-Means 

clustering, while non-numeric fields such as name, phone number, and address were 

excluded to ensure computational efficiency. This exclusion is essential, as the K-

Means algorithm requires numeric data for calculating distances, such as those used in 

the Haversine formula. Textual fields like names and phone numbers do not provide 

meaningful quantitative input for clustering processes. Furthermore, removing these 

non-numeric columns helps reduce potential noise in the dataset and allows the model 

to focus on variables that better reflect the demographic characteristics of the buyers—

attributes that are more significant for identifying segmentation patterns. This step also 

minimizes computational complexity and contributes to producing more accurate 

clustering results. 
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3.2 Preprocessing Data 

 

Figure 3. Distance Calculation Results Using Haversine Formula 

The distance between locations was calculated using the Haversine formula, which 

accounts for the curvature of the Earth and uses a standard Earth radius of 6,371 km to 

ensure accuracy. For example, the coordinate pair (–6.881526, 107.642691) and the 

reference point (–7.202563, 107.879217) yields a distance of 7,812.990875 km. 

Meanwhile, the pair (–6.854912, 107.548712) with the same reference point results in 

a distance of 7,822.566581 km. This significant variation in distance reflects the spatial 

differences between the analyzed locations, which likely represent different cities or 

regions. 

 

Figure 4. Mode of goat purchase type for each ID. 

As part of the preprocessing stage, a mode calculation was performed to determine the 

most frequently purchased goat type for each individual customer ID. This step aimed 

to identify specific buyer preferences by analyzing the transaction history and 

extracting the dominant goat type associated with each buyer. For instance, based on a 

sample of calculated results, customers with IDs 01, 03, 04, and 05 most frequently 

purchased the “Boer” goat. This indicates a consistent and strong preference among 

certain customers, suggesting a specific behavioral pattern in their purchasing habits. 

By identifying the mode of goat types, this process supports the creation of detailed 

customer profiles, enables more targeted marketing strategies (e.g., promotions focused 

on Boer-type goats), and contributes to improved stock optimization and production 

planning based on clearly identified market demand. 
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Figure 5. Total Number of Goats Purchased by Each ID 

To understand the purchase volume of each customer, a data aggregation was 

performed to calculate the total number of goats purchased by each customer ID 

throughout their transaction history. This process involved summing the quantity of 

goats from all transactions per customer into a single total value. From the sample 

results presented, it was observed that some early customer IDs, such as 03 and 1248, 

had a total of three goats purchased. This data suggests that these customers tend to 

make small-scale purchases within the observed period. Such information is highly 

valuable for distinguishing between low-volume buyers and wholesale or high-

frequency customers, enabling more accurate segmentation and targeted inventory and 

marketing strategies. 

 

Figure 6. Mode of Purchase Purpose for Each ID 

To understand the purpose behind each purchase and identify dominant customer 

tendencies, a mode calculation was performed on the purchase purpose for each 

customer ID. This step identified the most frequent category of purchase intent across 

each buyer’s transaction history. Based on the sample results, it was found that for 

several early customer IDs—such as 1, 4, and 5—the most common purchase purpose 

was "For Qurban." Segmenting customers based on their primary purchasing intentions 

allows businesses to tailor communication strategies, product offerings, and inventory 

management to more effectively meet end-consumer demands. 
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Figure 7. Mode of Delivery Method for Each ID 

This process identified the most frequently used delivery method in each customer’s 

transaction history. As shown in Figure 7, which displays a sample of the calculated 

results, several early customer IDs—such as A01, 2, 3, and 4—most frequently selected 

the "pick up" method. This indicates a strong tendency among these customers to prefer 

self-collection over alternative options such as home delivery. 

 

Figure 8. Mode of Payment Method for Each ID 

To analyze the financial preferences of each customer and identify the most frequently used 

payment methods, the mode of payment method was calculated for each customer ID. This 

process identified the most common payment method category appearing in the transaction 

history of each individual. As shown in Figure 8, which displays a portion of the calculation 

results, it can be observed that for some of the initial customers, such as IDs 3, 4, and 5, the 

most frequently used payment method is cash. This indicates a strong tendency among these 

customers to choose cash as their preferred payment method. 
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3.3 Data Transformation 

 

Figure 9. Recency Calculation Results for Each ID 

The recency calculation was performed by setting June 16, 2025, as the reference date. 

After ensuring that the transaction_date column was in the correct datetime format, the 

data was grouped by id_baru to identify the most recent transaction date for each 

customer. Recency was then calculated as the number of days between the reference 

date and the customer’s last transaction date. The resulting recency values were 

successfully merged back into the main dataset using id_baru as the join key, thereby 

enabling further analysis of customer transaction activity. 

 

Figure 10. Frequency Calculation for Each ID 

Following the frequency calculation, a new column named frequency was created to 

represent the number of unique purchase activities per customer. This process involved 

grouping the data by id_baru and counting the size of each group, which reflects the 

unique occurrences of each customer ID within the transaction dataset. The use of 

drop_duplicates prior to this step ensured that the resulting frequency accurately 

represented distinct transactions, eliminating irrelevant duplicates. For instance, 

customer ID A05 was recorded with a frequency of 4, indicating four separate 

transaction events—potentially suggesting a higher level of engagement. 

 

Figure 11. Total Monetary Calculation for Each ID 

The total monetary value per customer was calculated by multiplying the 

jumlah_kambing_per_transaksi (number of goats per transaction) by the assumed unit 

price of IDR 2,000,000, resulting in a new column named monetary for each transaction 

record. The data was then grouped by id_baru, and the values were aggregated to obtain 



ISSN: 2774-3993 

492 

 

the total monetary value for each customer. For example, customer ID A05 recorded a 

monetary value of IDR 40,000,000, while ID A04 had a value of IDR 6,000,000—

reflecting fewer transactions and a lower quantity of goats purchased. The aggregated 

results were subsequently merged back into the main dataset using id_baru as the key, 

with duplicates removed to ensure accuracy and consistency in the final dataset. 

 

Figure 12. Results of Dropping Unnecessary Columns 

Unnecessary columns were removed from the data frame to streamline the dataset. 

Columns such as latitude, longitude, latitude_ref, longitude_ref, transaction_date, and 

monetary were dropped, as their relevant information had already been summarized 

into derived features. Specifically, geographic coordinates were consolidated into the 

jarak_km (distance in kilometers) feature, transaction_date was only required for 

calculating recency, and the monetary field had been aggregated into monetary_total. 

As shown in Figure 13, which displays the data frame after column removal, only key 

variables such as id_baru, jarak_km, and selected behavioral and demographic features 

remain. This cleanup process enhances computational efficiency, reduces data 

complexity, and ensures that only the most relevant and meaningful attributes are 

retained as input for the machine learning algorithm—ultimately improving the focus 

and accuracy of the clustering analysis. 

 

Figure 13. Assignment of ID Numbers Using New_ID 

Customer identifiers were replaced with a new, more consistent, and manageable ID 

format. This process involved generating sequential new IDs (e.g., A01, A02, and so 

on), mapping the old IDs to the new ones, removing the original ID column, and 

rearranging the columns so that the new id_baru appears as the leading column. As 

shown in Figure 14, which presents a portion of the data frame after this transformation, 

the id_baru column has been successfully created and positioned at the far left, 

replacing the original customer ID. The presence of id_baru is crucial, as it provides a 

standardized and unique identifier for each customer throughout the dataset—

facilitating subsequent data operations such as grouping, feature merging, and 

clustering analysis. 
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Figure 14. Application of Label Encoding 

Categorical data transformation was carried out using label encoding. At this stage, 

label encoding was applied to identified categorical variables such as kecamatan, 

jenis_kambing_yang_dibeli, tujuan_pembelian, status, metode_pengiriman, and 

metode_pembayaran. This method converts each unique value in a categorical column 

into a discrete numerical representation (e.g., 0, 1, 2, etc.) within the same column. For 

example, if the tujuan_pembelian column contains categories such as "Aqiqah," 

"Konsumsi," and "Dijual," label encoding will assign values such as 0 for "Aqiqah," 1 

for "Dijual," and 2 for "Konsumsi," respectively. 

 

Figure 15. Application of StandardScaler 

After converting the categorical variables, the next step was to normalize the numeric 

columns. For instance, the age values are typically in the tens range; if not normalized, 

machine learning models may become biased toward features with larger absolute 

values. The normalization was performed using the StandardScaler, which transforms 

each value into a standardized scale with a mean of 0 and a standard deviation of 1. 

This step ensures that all features contribute equally to the distance calculations in 

clustering algorithms such as K-Means, thereby improving model fairness and 

accuracy. 

3.4 Data Mining 

After conducting tests using the silhouette score method for various cluster counts, a 

comparison of the resulting silhouette score values can be seen in Table 1. For the case 

of three clusters (k = 3), the silhouette score achieved was 0.16, representing the highest 

score among the tested cluster counts. This suggests that clustering with k = 3 provides 

relatively good separation between clusters and strong cohesion within each cluster. In 

general, a higher silhouette score (with a maximum of 1) indicates better clustering 

quality. Therefore, the optimal number of clusters for this study was determined to be 

three. Based on this result, the customer segmentation process was carried out to gain 

deeper insights into the characteristics of each buyer segment. Once the optimal number 

of clusters was established, the clustering process was implemented using the K-Means 

algorithm with k = 3. Each customer data point was then assigned a label according to 
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the segmentation results. This label was stored in a new column named "Cluster" in the 

main dataset. The addition of this column enables more accessible and structured 

analysis of each cluster's characteristics. With cluster information available for each 

record, further descriptive analysis can be conducted to explore differences in 

purchasing behavior across customer segments. 

Table 1. Table of Silhouette Score Test Results 

 

 

 

 

 

 

 

 

3.5 Interpretation 

 

Figure 16. PCA Visualization with the Three Defined Clusters 

Figure 16 shows a scatter plot visualization of the K-Means clustering results in a two-

dimensional space reduced using Principal Component Analysis (PCA). Each point 

represents an individual customer, color-coded according to its assigned cluster, while 

the cluster centroids are marked with black ‘X’ symbols. The visualization reveals that 

the customer data has been successfully divided into three relatively distinct clusters. 

Cluster 0 (blue) displays a dense grouping of points concentrated in the lower-left area 

of the plot, centered around its corresponding centroid. Cluster 1 (orange) forms a 

separate pattern, occupying the upper-central to right region, with data points mostly 

clustered around the orange centroid, although some points are spread more broadly. 

Meanwhile, Cluster 2 (green) is situated in the lower-right region of the plot and, while 

it may slightly overlap with the other clusters, still forms a distinctive group 

surrounding its green centroid. This visual separation supports the validity of the 

clustering results and serves as a foundation for deeper interpretation of each segment’s 

behavioral characteristics. 

Jumlah 

Klaster (K) 

Nilai Silhoutte Score 

2 0,14 

3 0,16 

4 0,13 

5 0,12 

6 0,12 

7 0,12 

8 0,11 

9 0,11 
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Figure 17. Descriptive Statistics Results for Cluster 0 

The descriptive statistics results for Cluster 0 reveal that the majority of individuals in 

this group are, on average, 53 years old and predominantly married. The youngest 

recorded buyer in this cluster is 17 years old. Most customers in Cluster 0 originate 

from the Bojong area. The most frequently purchased goat type is the Kacang breed 

(based on original, non-encoded values), with an average of 3 goats per transaction. 

The primary purpose of purchase is for aqiqah ceremonies. The preferred payment 

method is cash, and the delivery method is home delivery. In terms of RFM analysis, 

the recency is 335 days (approximately 11 months), the frequency is 1 purchase, and 

the monetary value is approximately IDR 7,000,000.00. Based on these characteristics, 

Cluster 0 is labeled as the Traditional Aqiqah Segment. 

 

 

Figure 18. Descriptive Statistics Results for Cluster 1 

Figure 18 illustrates the characteristics of Cluster 1, where the average customer age is 

43 years, and the majority are married. Based on the original (pre-encoded) values, most 

customers in this cluster are from the Karangpawitan sub-district, and the most 

frequently purchased goat type is Boer, with an average of three goats per transaction. 

The primary purchase purpose is for Qurban, with delivery typically handled via home 

delivery, and payment made through bank transfer. In terms of RFM metrics, the 

average recency is 284 days (approximately 9 months), the purchase frequency is 2 

transactions per customer, and the total monetary value spent is IDR 10,000,000. Based 

on these characteristics, Cluster 1 is labeled as the Modern Qurban Segment, reflecting 

its relatively mature, transaction-oriented buyer profile with moderate purchasing 

power and a preference for convenient services. 
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Figure 19. Descriptive Statistics Results for Cluster 2 

Figure 19 presents the descriptive statistics of Cluster 2, revealing that the average 

buyer is 31 years old and predominantly married. Most customers in this cluster are 

from the Cimahi Utara sub-district, and the most commonly purchased goat type is 

Kacang, with an average of five goats per transaction. The primary purchase purpose is 

for Aqiqah, with payments typically made in cash and the preferred delivery method 

being pick-up. Based on the RFM metrics, the average recency is 238 days 

(approximately 8 months), the purchase frequency is three transactions per customer, 

and the total monetary value spent is IDR 20,000,000. Considering these 

characteristics, this cluster is labeled as the Young Aqiqah Segment, representing 

younger families with moderate purchasing frequency and a preference for direct pick-

up and traditional payment methods. 

 

Figure 20. Application of Customer Segmentation Results 

The segmentation results using the K-Means algorithm with three clusters produced a 

varied distribution of customers across the groups. Each cluster was assigned a segment 

label based on the average characteristics derived from RFM values. For example, 

customer ID A01 belongs to Cluster 0, which is labeled the Traditional Aqiqah 

Segment. The second customer falls under Cluster 2 and is categorized as part of the 

Young Aqiqah Segment. The third buyer also belongs to Cluster 0. The fourth customer 

is grouped into Cluster 1, indicating they are part of the Modern Qurban Segment. 

Similarly, the fifth customer is also in Cluster 1, reinforcing the consistency of the 

Modern Qurban Segment. These examples reflect the meaningful differentiation 

achieved through clustering and support the segmentation model's ability to group 

customers based on their transaction behavior and demographics. 

 

Figure 21. Number of Customer IDs per Cluster and Segment 
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Based on the results of the clustering analysis, three distinct customer segments were 

identified. Cluster 0 contains the largest number of buyers, with 579 unique customer 

IDs, and is categorized as the Traditional Aqiqah Segment. Cluster 1 represents Modern 

Qurban Buyers, consisting of 192 customers. Cluster 2 includes 479 customer IDs and 

is identified as the Young Aqiqah Segment. The following is a summary of each cluster 

and its recommended strategic actions: 

Cluster 0 – Traditional Aqiqah 

Comprising 579 customer IDs, this segment is characterized by buyers whose main 

purchase purpose is aqiqah, with a strong preference for cash payment. Descriptive 

statistics also show that this group typically chooses the "delivery" method. Therefore, 

a recommended strategy for this segment is to offer free delivery for purchases of more 

than two goats, or special cash payment discounts to encourage larger transactions. 

Cluster 1 – Modern Qurban 

With 192 customer IDs, this segment includes buyers whose primary purpose is qurban, 

and who tend to use bank transfers instead of cash payments. To encourage repeat 

purchases and build loyalty, it is recommended to offer a 3% discount promotion for 

customers who register for membership. 

Cluster 2 – Young Aqiqah 

This segment includes 479 customer IDs, with buyers generally younger in age and 

purchasing goats primarily for aqiqah. The customers in this cluster are considered 

more active, as they typically use the pick-up delivery method. To retain and reward 

loyalty, a suggested strategy is to provide a 5% discount on purchases of at least three 

Kacang goats, as this is the most commonly chosen breed in this group. 

 

Figure 22. Tracking Customer 

The customer tracking feature is designed to display detailed information based on a 

specific customer ID, including name, age, marital status, complete address, and details 

of the most recent transaction. The displayed data includes the type and quantity of 

goats purchased, purchase purpose, delivery and payment methods, and the transaction 

date. The system also shows the segmentation results derived from the K-Means 

clustering algorithm, which classifies customers into clusters based on descriptive 

statistical features. For example, a customer with ID A110 belongs to Cluster 2 and is 

labeled under the “Young Aqiqah” segment. Based on this segment, the system 

provides relevant recommendations, such as special offers tailored to that customer 

group. This feature enables the company to deliver more personalized services and 

implement more targeted promotional strategies. 



ISSN: 2774-3993 

498 

 

 

CONCLUSION  

Based on the results of this research, it can be concluded that the implementation of the K-

Means algorithm was successful in segmenting goat buyers in West Java Province. The 

segmentation process utilized demographic and behavioral data, which were analyzed using 

descriptive statistics, resulting in the identification of distinct customer segments: Traditional 

Aqiqah, Modern Qurban, and Young Aqiqah. The determination of the optimal number of 

clusters was supported by the Elbow Method and Silhouette Score, ensuring the effectiveness 

and accuracy of the clustering process. In addition, the development of a buyer tracking feature 

based on customer ID and clustering output allowed for the display of detailed customer 

information, such as location, transaction history, segment assignment, and personalized 

recommendations. This functionality enhances the precision of marketing and distribution 

strategies by aligning them with customer-specific characteristics. The findings of this study 

demonstrate the potential of K-Means clustering not only as a tool for customer segmentation 

but also as a foundation for personalized marketing in the livestock sector. For future research, 

the segmentation approach could be further developed by incorporating additional variables or 

exploring hybrid clustering methods. The buyer tracking system may also be expanded into a 

real-time application to support dynamic segmentation and adaptive promotional strategies 

based on live customer behavior. 
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